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One of the significant challenges in the use of nanoparticles is the control of primary particle size and extent
of agglomeration when grown from the gas phase. In this paper we evaluate a possible strategy of surface
passivation. Here the particle—particle interaction of hydrogen-surface-terminated silicon nanoparticles has
been evaluated using molecular dynamics simulation. Nanoparticles of the size between 200 and 6400 silicon
atoms at 300—1800 K were studied with a reparametrized Kohen-Tully-Stillinger empirical interatomic poten-
tial. A hydrogen monolayer is shown to prevent coalescence between particles under thermal collision condi-
tions. The critical approach energy for coalescence was found to increase with increasing particle size but
decreases with increasing temperature. Both solid and liquid droplets were seen to bounce at thermal energies,
and in some cases, “superelastic” collisions are observed, where the rebound kinetic energy of the droplet is
higher than the approach energy. These results suggest that surface coatings can significantly retard nanoaero-

sol growth.
DOI: 10.1103/PhysRevB.69.035417 PACS nuniber61.46+w, 61.20.Ja
I. INTRODUCTION change collision time is by changing the number concentra-

tion of nanoparticles, but controlling the characteristic coa-

Fabrication of nanometer particles in both large quantitiedescence time is more challenging because of the nonlinear
and at a sufficiently low cost has been considered one of theature of the coalescence dependence on temperature.
major challenges for their applications in microelectronics For example, the characteristic coalescence time calcu-
and advanced materials. Preparation of these materials at tfated from a solid-state diffusion model is writter? g
industrial scale by vapor-phase condensation usually in-
volves rapid coagulation due to the high concentrations used. i 3KTpN
In addition, the rate of collision and subsequent coalescence " 64maD’
o_f particles determines the size of the spherical primary par. T s the particle temperaturéy is the number con-
ticles and the growth of agglomerates. A schematic of nano- P

. i . L centration,D is the solid-state diffusion coefficient reported
particle growth in a gas-phase process is shown in Fig. 1. A

gs an Arrhenious function of the temperat(i@nd o is the
aerosol model that purports to represent the growth an . . X
Surface tension of the particle. For viscous flow, the coales-

shape of particles must have within it the basic physics be: N
hind the coalescence procésdepending on the desired end cence time is given by

use of the particles, different primary particle sizes and ex- nd

tents of agglomeration are desired. In many cases the main rf=—p, (2
focus is towards minimizing agglomeratiofXiong and 7

Pratsinig), while, for example, for new classes of energeticwhere d, is the diameter of the particle ang is the
materials, the main focus is to maximize agglomeration so agmperature-dependent viscoditgachariah and Carrigre-
to increase the exposed surface area of the particles available
for reaction. In the end the nature of the final primary particle
size, and the extent of agglomeration are determined by the

competition between the time for particle—particle collisions & )
&
] @ «e’\“‘@‘\(‘g C )
4
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and coalescence. If the characteristic collision time between
particles is less than the characteristic coalescence time, par-_ - * ., N
ticles will coalesce before another collision event occurs. -.° 8 a e SPHERICAL
However, if the collision time is less than the characteristic ° ° ¢ i ? JJ
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Conceptually then we can control particle morphology and “

size by either controlling the characteristic coalescence time
or the collision time. Obviously one simple method to  FIG. 1. Temporal evolution of vapor-phase particle growth.
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ported the kinetics of growth and coalescence of silicon We note that pure silicon particles would attract each
nanoparticles using molecular dynami®dD) calculations.  other, while the hydrogen monolayer creates repulsive forces
They reported that the particle morphology and the coalesbetween the particles. To our knowledge, there is no simple
cence time are very sensitive to particle temperature and thabntact mechanics theory for particles with heterogeneous
the coalescence time also depends on particle size for solidayers. Also, to our knowledge this approach has never been
like particles. investigated either by experiment or theory/simulation. We
In the consideration above it is always assumed that thbave chosen to employ molecular dynamit4D) simula-
all collisions lead to either agglomeration and/or coalestion, because of our prior use of the method to study the
cence. However, one might argue that another approactoalescence rate of bare silicon nanoparticles. The use of
would be to change the surface properties of particles suchID allows us, in a very systematic manner, to study the role
that not all collisions are reactive or that somehow the coaef the passivating layer as a function of particle size, tem-
lescence rate could be altered by surface functionalizatiomperature, and collision energy. In this paper we limit our
The purpose of this paper is to investigate this possibilityinvestigation to the particle—particle collision evérgactiv-
using computational modeling. We choose hydrogen passivaty), and leave the issue of the role of surface passivation on

tion of silicon as our test system to investigate the effect orcoalescence rate to a subsequent paper.
surface reactivity.

Il. COMPUTATIONAL MODEL

Background on surface reactivity This study involves atomistic simulations using classical

Recent classical MD studies by Ramalingam, Maroudasinolecular dynamics. For this study we have modified the
and Aydifl® and Ohira, Ukai, and Nodhdemonstrated that interatomic potential for silicon developed by Stillinger and
the presence of a hydrogen monolayer on the flat surface dVebet’ (SW) and extended by Kohen, Tulley, and
silicon changes the reactivity of SjHO<x<4) radicals ~ Stillinger'® (KTS) to include Si-H and H-H interactions.
with the surface significantly. They also found good agree-Similar sets of potential energy functions have also been de-
ment between the average reaction probability and experieloped by Murty and Atwater, Ohiraet al,*?*?'and Ra-
mental data. malingam, Maroudas, and Aydi, where a Tersoff-type

These studies suggested to us a third approach to Contrgptentia?z‘% was extended to describe interatomic interac-
the growth of particles using the presence of a hydrogeﬁions in the Si:H system. This extended version of the Tersoff
monolayer on the surface of a silicon particle. It is well potential has been tested successfully for its accuracy in de-
known that silicon grown from silane and silicon in the pres-scribing the Si:H system in several earlier studies; however,
ence of hydrogen show significant amounts of surfacdghe simulation of liquid silicon was not well described by the
hydrogent212Onischuket al. investigated the mechanism of potential®* By contrast, the extended SW potenti#TS)
aerosol formation during thermal decomposition of silanewas designed to describe interactions in both solid and liquid
and found that during the initial stage of particle growth, forms of silicon, and while it is known that the SW potential
hydrogen is mainly contained in polysilane chains formed indoes not give accurate structures for very srafl5 atoms
turn by pyrolysis products with a stoichiometry of,8j,.24  Si clusters at 0 K>?’it produces the correct structure for
During later stages the particles are formed from hydrogenbulk liquid Si*® We have chosen to use the KTS potential
depleted intermediates, and the hydrogen in particles i§ince most synthesis processes leading to cluster formation
mainly bound in monohydride groups. It is therefore quiteoccur at high temperature, cluster growth by coalescence is
conceivable that one could produce such materials from
vapor. 5

T T T
A number of mathematical models have been proposed to @ A ] ©
study particle bounce for micron-sized bodies or larger. The 3 4 ! s )
contact between two smooth elastic bodies was investigated 3 1 1 1
by Hertz® who demonstrated that both the size and shape of g |} . :
the zone of contact followed from elastic deformation. 0 ! ! !
Johnson, Kendall, and Robéftsuggested that at zero ap- S 211 : )
plied load, the radius of the contact area made by an attrac- g ! ; \
tive interaction of two spherical particles of the same size is e 1 ] l, y
1
given by o ) )
ag=R(6I'7R)/K, -1

2 4 63 5 7 2 4 6
whereT is the energy per unit contact areR=R,/2, and Distance (A)
K=8mk/3. R, is the radius of the particle arkds the elastic FIG. 2. Comparison of our modified pair potentiéslid lineg

constant of the material, i.ek=(1—v)/(7E), wherevis  jth the ab initio calculation(MP2/cc-aug-pVTZ (circle) and the
the Poisson ratio an& the Young modulus of the particle. KTS (dashed lines for three different configurations of a
This theory implies that the contact area is proportional tosiH,-SiH, interaction:(a), (b), and(c) represent the tail—tail, nose—
the number of atoms to th&th power. nose, and the nose—tail configurations.
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TABLE I. Modified Si:H interaction potential parameters. Units are kcal/mol and A.

Two body[Eq. (3)]

i-j a B a b p

Si-Si 352.477814 11.603 192 2.095100 3.771180 4

H-H 804.959 233 0.044 067 3.9027 67 24 4

Si-H 428.902 380 1.359978 2.537884 3.2 4
Three body{Eq. (4)]

i-j-k N m v Yii (k) Yik(j) X
Si-Si-Si 166.666 667 6.000 000 9.000 000 2.514120 2.514120 3.771180
H-H-H 230.605 452 0.132587 —0.299770 1.500 000 1.500 000 2.40
H-Si-H 100.633 157 7.200 000 10.800 000 2.212 406 2.212 406 3.20
Si-H-H 46.121 090 —2.939390 1.800 000 0.558 821 3.328492 2.70
Si-Si-H 17.110500 12.000 000 18.000 000 1.848715 2.539432 3.00
Si-H-Si 1614.238 164 —0.400 000 —0.600 000 2.400 000 2.400 000 3.40

dominated by liquidlike characteristics, and the accuracy of o (Bir P—Dexda; /(ri—bi)], i

L. R . R . ij \Pijlij ij ij ij/ 1 ij

the SW potential is known to increase with increasing parVy(r;;)= ~b 3

ticle size or temperature. The KTS potential enexgys a Fij=Dbjj

sum of two- and three-body interactions given by and the three-body term is

V=E V(i ,j)+ 2 Va(i,j, k), Va(rij T s Ti) = (i i Ggi) + 0T G5i)
idj 4] +h(r ryj, ki) (4)

where the two-body term is

whereh is

h(rij . Fik, Ojik) =

Oa

)\jik(l+ Mijik COS(‘)iik + Viik CO§ ajik)eXF{

otherwise.

Yij (k)

Yik(j)

Fii = Xijik ~ Tik™ Xijik

if rij<xjx and ri<xj

r is the distance between a pair of atorng,and x;ix are the  bation theory?® cc-aug-pVTZ is Dunning’s triple correlation
cutoff distance of the two-body and the three-body potenconsistent basis sets with diffuse functidhs . .
tials, respectively, and;, is the vertex angle gtsubtended Figure 2 shows the results for the three configurations
by i andk. aij, Bij, p, anday; are fixed parameters chosen considered. It can be seen that the repulsive part of the KTS
by Stillinger and Webbéf for the liquid silicon condition. ~Potential develops more than 1 A farther out than the elec-
Parameters i , i, Vi i and vy are constants tronic structure calculation. The stronger H-H repulsion of
formulated by Kohen, Tully, and Stillingé% the KTS potential would tend to make coated particles less

In order to check if the KTS potential could describe thereact|ve than the electronic structure calculation would sug-

behavior of two interacting coated silicon nanopatrticles ac-geSt' Since this issue is at the crux of our investigation, we

. . _feltitwas n r reparametriz rt of the KT -
curately, we use SifHto represent the smallest possible elt it was necessary to reparametrize a part of the KTS po

hvd vated sili i The KTS potential tential model. The new parameters were fitted to the elec-
ydrogen-passivated silicon system. the potential €Ngonic structure calculation using a genetic algorithm to op-
ergy was computed at various distanceletween the two

X e ; i ) timize the parametetSwith constraints so as not to lose the
silane molecules. For this interaction three different Conf'gu‘lmportant aspects of the KTS model. The final adjusted set of
rations were assesse() three hydrogen atoms from each parameters for the modified KTS potential are summarized
silane interacting symmetricallfail—tail), (b) one hydrogen iy Taple I, and the corresponding plot of the energy surface is
atom of each silane interacting symmetricalfijose—nose  shown as a solid line in Fig. 2.

and(c) nose-to-tail interaction. These results were then com- The bond distances, angles, and energies for the four sili-
pared with arab initio electronic structure calculation using con hydride molecules employed as input are shown in Table
the Gaussian program suite at the MP2/cc-aug-pVTZ level ofl. In general the results are quite reasonable; however, in
theory(MP2 denotes the second-order Mgller-Plesset perturerder to get the KTS H-H repulsion to be less severe, it was
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TABLE Il. Molecular data from experiment and from the numerical models.

Energy (kcal/mo) Bond length(A) Angle (deg
Molecule Expt. KTS This work Expt. KTS This work Expt. KTS This work
SiH, 302.8 302.50 290.99 1.48 1.470 1.510 109.47 109.47 109.40
SiH; 214.0 222.73 216.13 1.48 1.471 1.513 1112 106.31 109.40
SiH, 144.4 145.06 142.62 1.48 1.474 1.517 R4 102.61 109.40
Si,Hg 500.19 500.10 483.22
Si-Si 2.33f 2.325 2.329
Si-H 1.49% 1.470 1.510
Si-Si-H 110.8' 112.2 110.0
H-Si-Si 108.6' 106.6 109.5

8Based on enthalpy of formation given in Ref. 32.
PBased on enthalpy of formation given in Ref. 33.
‘Based on enthalpy of formation given in Ref. 34.
YReference 35.
‘Reference 18.
‘Reference 36.
9Reference 37.

necessary to reduce the cutoff distance from 2.8 to 2.4 Arepeated for 10 ps. After generating the hydrogen monolayer
The result has little effect on the silane radicals (Sathd  on the silicon particles, the temperature of the particles was
SiH,), but because of the lower H-H repulsion the potentialslowly raised to the desired temperatures of 600, 1000, 1200,
makes the silane molecule too stable. Fortunately for oul500, and 1800 K and maintained at constant temperature for
purposes, the surface-coated structures will look more like &0 ps. For the last step in the preparation process, the simu-
combination of SiH and Sijisurface structures. The essen- lations were switched to a constant-energy calculation for 20
tial result is a compromise situation. Our feeling is that forps. If the average temperature of the particle deviated by
this study it was more important to get the H-H repulsivemore than 10 K over this period, the equilibration process

interaction reasonably correct, since it will eventually be thewas repeated until the particle temperature deviated by less
bottleneck for particle—particle reactions. than 10 K.

To study particle—particle interactions, the particles were
replicated and separated by a distance of 6 A, so that the
particles did not experience any interaction. Particles were

All simulations were run on a Cray T3E computer runningthen given a net specified velocity relative to the center of
up to 64 processors. The trajectories of all the atoms argiass of the system so that they collided with zero impact
determined by integrating the equation of motion accordinglarameter.
to the velocity form of the Verlet algorith# with rescaling
of atomic velocities at each time step to achieve temperature
control. A time step of 0.05 fs was typically used to ensure
energy conservation, and the Verlet neighbor list with paral- It is known that when solid particles interact at low ve-
lel architecture was employed in all the simulations. Thelocity, the particle loses kinetic energy through elastic defor-
neighbor list was renewed every 10 steps. The simulationmation, and the higher the collision energy, the higher the
take place in a spherical cavity of 20 nm radius with andeformation, and the greater the resulting adhesion. How-
elastic boundary condition. ever, at very high collision energies there is dissipation of

The first step in the equilibration process was to preparé&inetic energy into deformation, and any remaining energy
pure silicon particles of various siz€200, 800, 1600, and that cannot be accommodated into the surface is converted
6400 atomp at 300 K. After the angular momentum was into the kinetic energy of the rebound. If this rebound energy
removed, the particle temperature was raised to 2100 K usgs greater than the adhesive energy, particles will not adhere
ing constant-temperature MD for 1 ns. Particle temperature® each other. On the other hand, liquid drops are more able
were reduced slowly to 300 K and equilibrated for 50 ps. Theto accommodate the kinetic energy into mechanical deforma-
next step was to coat the particles with hydrogen atomstion, and for this reason liquid drops do not bounce off each
Since the particles were already equilibrated, almost all surether. However, in the latter case, the presumption is that the
face atoms had a coordination number of three. A hydrogesurfaces are mutually attractive. In the present study we in-
atom was placed on each surface silicon atom at a distance wéstigate the dynamics of these interaction if the surfaces are
1.5 A and the particle temperature was maintained at 300 Knutually repulsive.
for 10 ps. Any hydrogen atoms that were released from the Figures 3a) and 3b) show an external and cross-section
surface were removed from the simulation, and the dynamicsiew of a nanoparticle consisting of 6400 silicon atoms,

Ill. SIMULATION PROCEDURE

IV. RESULTS AND DISCUSSION
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FIG. 3. A 6-nm hydrogen-coated silicon nanoparticle 0 500 ! 50 2000
(6400 silicont 785 hydrogen atoms)(a) external view,(b) cross- 500 1 15
section view. YL(K )

coated with 785 hydrogen atoms, which corresponds to FIG. 5. Relationship between particle temperature and the re-
, . . 4/9
roughly a 6-nm particle. In none of our studies did hydrogenducEd critical energy per unit contact area, GigETp)/N™

diffuse interior to the particle. In order to study the effect of repulsive interaction between hydrogen atoms on the surface

the hydrogen-passivation layer on the reactivity of SIIICOnof the particles. As a result, high collision energies are re-

hanoparticles, we have estin’_nqted the critical apprqach ener%ired to overcome the repulsive barrier. The most interest-
needed for reaction. The critical approach energies are ob” §

tained for various particle sizes (2004574 H, 800 Si ngly obvious result is that liquid particles bounce when col-

) ) lided at thermal energies. For example, we see that for a
\J/razri]c-)t s,in:il:[?a?ots;rnirzalt_iu’rea$2((j)064fgog1 75250?) altgggs ztn d particle at 1800 K, coalescence occurs, depending on particle
1800 K). The resultrs) are summa,rized iﬁ Fi 4’ The h1orizon-Size’ only at collision energies 8—30 times the thermal tem-
tal axis is the ratio of the approach energng.,ﬁi.n terms of perature of the particle. The critical approach energy in-

h il o cal creases with increasing particle size for all particle tempera-
tempgratur)ato the particle temperatur, , and the vertical -, o5 stydied. Furthermore, the linear nature of the graphical
axis is the number of silicon atoms in a particle to §té

Theth I he d results indicate consistency with tf§¢h power dependence
power. Thegth power term, as one may recall, was the de-, tha interaction area. The latter result is a natural conse-

pendence obtained for the contact area when two Sphericg{,ence of the contact surfaces, which are coated with hydro-
bodies approach each other. The dashed line &l B,  gen producing a repulsive force between the particles, so

=1 refers to the thermal collision case. o that the critical approach energy must increase with increas-
Clearly from the figure we see that the critical approach

. - ing particle size.

energy for reaction, for the cases where all silicon bonds are "¢ i5 5150 clear that hotter particles require a lower critical
hydrogen saturated, are much higher than the particle thegy,ster kinetic energy for reaction. Furthermore this depen-
mal collision energy. We point out that an unpassivated Parlyence becomes increasing pronounced as the particles get
ticle (i.e., bare silicon does not require any activation for a larger. This is more effectively presented by plotting the in-
reactive collision. Furthermore, liquid drops are never known arse of the slopéin Fig. 4) versus the particle temperature
not to coalesce, because the driving force is t_he reduc}iqn it Fig. 5. The physical meaning of such a plot is that yhe
surface free energy. For nanometer-sized particles, individualyis yepresents the reduced critical collision energy per unit

atom—atom collisions dominate the collision fofé@nd in  coniact area. As the temperature is increased for solid par-
our study, the collision force should be dominated by th&jc|es 5 Jinear decrease in the reduced critical energy is seen.

When the particles melt, the reduced critical energy transi-

60 tions to a lower threshold value. This implies that when lig-
- uidlike, the internal kinetic motion of the atoms couple more
effectively during a collision process.
.40 The sensitivity of the role of the hydrogen repulsion is
2 § illustrated with particle collisions for a system in which par-
= 30 ticles have only 75% of the available surface sites covered
3 with hydrogen. When compared to the saturated case, we see
20}, o Toitoe (in Fig. 4) that particle reactivity is significantly greater, but
5 ;;:}gggz still requires a nonthermal collision for reaction to occur. In
10p#0 * Tp=1800K general, these particles do not show any size dependence on
e [ wiaeting) reactivity over the size range studied. In that regard they
% 50 100 150 200 250 behave similar to unpassivated particles, but still require su-
KE,, /T, perthermal activation.

The hotter the particle, the lower the relative kinetic en-
FIG. 4. Critical approach energy needed for reaction for various2rgy needed to induce particle—particle reaction. Even so, all
particle sizes and temperatures. reactive events required collision energies least for par-
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tial energy between two particles for approach energies of
KEapp=300, 3000, and 10000 K. Positive and negative in-
teraction energies refer to repulsive and attractive energies,
respectively. However, for these collisions we observe only
sharp short-lived repulsive energies. These repulsive interac-
tions result directly from individual H-H interactions. Since
the mobility of hydrogen atoms is much higher than either
that of silicon atoms or the whole particle, the hydrogen

atoms at low collision energies are able to, on the time scale
of the collision, move away from each other on the silicon
surface atoms. At these approach energi€5000 K), we
never observe any hydrogen atoms hopping to neighboring
silicon surface atoms. In general, then, at the approach ener-
gies shown here, there are only H-H interactions between the

FIG. 6. Energy partitioning and normalized collision time, re- particles, and a rough correlation can be seen between the
sulting from collision at various approach energies (200 Sicollision period and the rebound energy ratio. We demark
+74 H atoms, eaghat 300 K. this boundary of interaction in Fig. 6 for clarity.

At higher collision energies, KE>5000 K, we observe
ticles up to 1800 K that were significantly above thermal in Fig. 7 that like the low-temperature collisions these are
energies. mostly repulsive interactions. However, we see a much more

To assess the role of energy transfer, we plot in Fig. 6 theomplex long-lived interaction at these higher collision en-
ratio of (1) the particle collision periotl, to the period of the ergies, with progressively more intense repulsive interac-
thermal collision casg?) the kinetic energy of the rebound tions. These repulsive energies are produced from both H-H
(translation only to that of the approach, ar(@) the kinetic ~ and Si-H interactiongsee Fig. 8. It seems that the appear-
energy of rotation to that of the approach for a particle at 30@&nce of such additional repulsive energy interactions increase
K (200 Si+ 74 H atom$ as a function of approach energy. the rebound energy of the particles, which breaks the propor-
The horizontal axis is the approach energy in terms of temtionality between the collision period and the rebound energy
perature(K). As expected we see that the collision periodratio observed in Fig. 6 at lower collision energies.
decreases as the approach energy increases for energies belt can be noticed from Fig. 6 that a relatively large amount
low 22000 K. Between 800 and 4000 K, the ratio of theof energy is transferred to rotation, which is usually not con-
rebound energy to the approach energy also decreases wifdered in micron-sized particles. This kind of energy trans-
increasing approach energy. At higher energies we see thfsr occurs partly because the surface being considered at the
ratio goes to zero, corresponding to a reactive collision. Wetomic scale is not smooth, and partly because the particles
also note that at low collision energies a significant fractionare not perfectly spherical. We noted that the ratio of the
of energy can be carried away as rotational energy, which igotational energy to the approach energy decreases as the
associated with the time available for the particles to deforncollision period decreases. Moreover, the rate of decrease of
during the collision. We will continue to refer to this figure in both the collision period and the rotational energy ratio are
this paper as we explore in more detail the nature of theseimilar when 800 KXKE,,;<4000 K. However, when
collisions. KE4pp>5000 K, the ratio of the rotational energy to the ap-

Figures Ta)—(c) show the temporal history of the poten- proach energy stays constant at around 8.

It is also instructive to observe the number and type of

0.4r

0.2r

x10°* interactions during the collision period for the three cases
o T T @) discussed above, as seen in Fig. 8. Here we observe that the
2t U lhlldL l . interactiong are much more long lived for thg sm_aller colli-
> g . e N T sion energies, and that on the scales shown in Fig. 7 are not
- '2 <103 observable due to the small interaction energy when particles
g ' "(b) are not close enough. As the collision energy increases, the
S Tr LMIAL L 1 number of interactions increases and is more narrowly
= 0 * peaked in time. At low collision energies the interactions are
£ 10_3; primarily made up of H-H interactions, while the higher en-
% gx , : © ergies are equally split between Si-H and H-H interactions.
a I II m | The adhesion of two particles can be observed at
0 d 24000 K<KE,p;<35000 K (see Fig. 6. At this range of
15—z L T ! KEpp the particles make a Si-Si bond between the particles
Time (s) x 1011 right after the collision, following which particle coalescence

begins. However, at still higher energies 40 008 KE,,
FIG. 7. Temporal history of the potential energy between two<<100000 K, particle bounce can be observed even after

particles (200 St74 H atoms, eaohfor (a) KE,,,=300K, (b) making a Si-Si bond between the particles. Figure 9 again

KEapp=3000 K, and(c) KE,u=10000 K. shows the temporal behavior of the potential energy of inter-

035417-6



MOLECULAR DYNAMICS STUDY OF. .. PHYSICAL REVIEW B 69, 035417 (2004

-1917.20

-1917.26 ¢

-1917.30

-1917.36

-1917.40 |

Potential Energy (eV)

-1917.45

-1917.50

-1917.55 1

Number of Interactions

0 0.2 0.4 0.6 0.8 1
1 Time (s) x10™"

04 06 ;
Time (s) x10™" )
FIG. 10. Temporal dependence of the potential energy of two
FIG. 8. Temporal behavior of the number and type of atomicparticles (200 St 74 H atoms, eaghfor KE,,,;=800 K.
interactions between two particles (200+Si4 H atoms, eaghfor
(8) KEgp=300 K, (b) KE,p,=3000 K, and(c) KE,p,=10 000 K. this collision. As the particles approach, the repulsive contri-
butions result in deformation of the particle and an increase
action (produced between two particledut in this case for in the potential energy. Thereafter, the potential energy drops
what seems like an initially reactive collision. We observeas the particles bounce, due to the recovery of the spherical
the presence of a large attractive energy of 2 eV after thehape and a reduction in surface area. However, the resulting
collision, associated with a Si-Si bond between the particlesparticles have an energy that is lower by 0.03 eV and implies
The repulsive contributions seen in the lower-energy colli-that the particles have cooled as a result of collision. This
sions are also presented but do not show up in the scale oésult is in contrast to elastic collisions that satisfy the con-
the graph presented. About 1 ps after the collision, the comdition KE,+ KE,<KE,,,, that is to say, particles leave
bination of the Si-Si, Si-H, and H-H repulsive contributions with less kinetic energy after collision. However, the pres-
becomes too large to keep forming the Si-Si bond so thaénce of the hydrogen passivation layer in our case removes
after 1.5 ps the particles break the Si-Si bond and bouncéhe adhesion energy contribution, and at least for small par-
This bouncing process makes the collision period I6rey,  ticles, we have the possibility of having such “superelastic”
te/te therma= 1.06 and 1.07 at Kf=40000 and 80000 K collisions, KEept+ KE o> KEpp,.
and consumes a major part of the collision energy as a result The previous discussions focused on solidlike particles.
of breaking the Si-Si bond. As a result the rebound energyVe now turn our attention to liquid nanodrops, where we
becomes extremely small, e.g., KEKE,,,=0.03 at KE,, have raised the temperature of the particles to 1800 K. The
=40000K. At still higher energies 10008KKE,,, first point we note is that the superelastic behavior observed
<500000 K, the particles form multiple Si-Si bonds andis even more enhanced under liquid drop conditions. We
thereafter stick. found, for example, that for a 2000-K approach energy the
It is interesting to note in Fig. 6 that under some condi-drop kinetic energy after collision was 3.7 times larfjee.,
tions the kinetic energies of the particle increase after colli{KEep+ KEo)/KEap,=3.7]. Figures 11 and 12 show the
sion, i.e., KByt KE o> KE,,,. At 800 K, for example, the temporal history of the kinetic and potential energy for such
total kinetic energy after collision is 40% higher. Figure 10a collision. It is clear that the exit kinetic energy is signifi-
shows the temporal history of the potential energy duringcantly higher and corresponds to the decrease seen in the

1 T . . . . T T : T 0.8

- KEmml
0.7 -- KE,,
s o6
< >
5 < 05
8 5
= g 04
s W
T (4]
8 £ o3f
8 :
* © o2
('8 | S N 2D PPt
o o0z o4 06 08 1 % 0.4 0.6 0.8 1
i -1
Time (©) x10™" Time (s) x10

FIG. 9. Temporal dependence of the potential energy between FIG. 11. Temporal dependence of the kinetic energy for a colli-
two particles (200 Si 74 H atoms, eaghat KEy,,=40 000 K. sion for (200 Si 74 H atoms, eagh KE,,=2000 K.
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FIG. 12. Temporal dependence of the potential energy of two

particles for (200 St 74 H atoms, eaoh KE,,,=2000 K. FIG. 13. Temporal dependence of the reduced moment of inertia
during collision (200 Si 74 H atoms, eacdh
potential energy. In this case, the increase in the rebound

energy is 0.461 eV. _ . _ . decreases with increasing particle temperature due to in-
The contrast between solid and liquid during collision ¢rease of the reactivity of the surface atoms.

seen by plotting the reduced moment of inef@avalue of One of the most interesting findings was the effect of the
unity is a sphergare shown in Fig. 13. Particles at 300 K passjvation layer on the reactivity of liquid droplets. During
maintain their spherical shapes and the contact area is smajlerosol growth of nanoparticles it is a standard assumption
On the other hand, the liquid drops at 1800 K deform inthat jiquid droplets are always reactive and subsequent coa-
shape, thereby increasing the contact area and repulsive coggcence is fast. These results show that the hydrogen mono-
tribution, which leads to these superelastic collisions. layer provides an essentially perfect passivation layer.
Dynamic analysis of the results showed that the particle
V. CONCLUSION rebound energy decreases with decreasing collision period

In this work we report on the use of constant-energy mc)_when only H-H interactions dominate, but become more

lecular dynamics simulations to investigate the effect ofc?mpilﬁé rztct?é%rs]ez:gr?tlrl;zﬁg epﬂeorf]e'g\sle\:/hsg SSJES%EHC;E?
hydrogen-surface passivation of silicon nanoparticles on th'e_| ’ »_SUp

reactivity to each other. The objective of the work was to>lons were observed, wherein the g KE o> KEgp,, and

determine if one could significantly alter nanoparticle reac—Internal cooling of the particles took place. The essence of

tivity during aerosol formation of silicon. In these simula- Ejh's [:rottr)]lem IS ﬁl/c;(i)n:]pletltlcr)n r?gtmeentttrheﬂr\f:pulfsflvi e:f(;(]:t
tions particles containing up to 6400 silicon atoms were stud- ue to e passivation layer a € allractive etiect of the
ied at temperatures from 300 to 1800 K. In this work weS"SI interaction, which depenqls on temperature, size, and
have also reparametrized the Kohen-Tully-Stillinger empiri—cggts?\?;t%ﬁarhrpf ggs:l\t/sérof ;?flescg\?girl:tglcatteo tg:rt]trs;n;ﬁge
cal interatomic potential in order to obtain a more accurate’ 9 y ; 9y
representation of the H-H repulsive interaction. growth and morphology of nanoparticles grown from vapor.

It was found that the hydrogen-passivation layer prevents
particle reaction at thermal collisions for all particle sizes
and temperatures studied, including liquid nanodroplets. The
critical approach energies for reaction were found for various This work was supported by NSF Grant No. CTS-
sizes and temperatures. The general trend was that the criff083062, the Army High Performance Computing Research
cal collision energy increases with increasing particle sizeCenter(DAAD19-01-2-0014, and the Army Durint Center
due to an increase in the contact area between the collidinipr NanoEnergetics Research. The authors also wish to thank
particles. On the other hand, the critical approach energiNate Schultz for help on thab initio calculations.
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